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Moment generating functions mX (t) = E [etX ]

Binomial RV m(t) =
(
(1− p) + pet

)n
Geometric RV m(t) =

pet

1− (1− p)et

Poisson RV m(t) = eλ(e
t−1)

Exponential RV m(t) =
1

1− βt

Normal RV m(t) = eµt+
σ2

2
t2

Gamma RV m(t) =
1

(1− βt)α

Theorem (hard to prove)

If mX (t) = mY (t) then X and Y have the same PDF.

Luc Rey-Bellet (UMass Amherst) STAT 315 April 21, 2025 2 / 9



Example: MGF of the gamma random variable with
parameters α and β.

PDF f (y) =
yα−1e−y/β

βαΓ(α)
Γ(α) =

∫ ∞
0

yα−1e−ydy

MGF m(y) = E [etY ] =

∫ ∞
0

ety
yα−1e−

y
β

βαΓ(α)
=

∫ ∞
0

yα−1e−y(
1
β
−t)

βαΓ(α)

=
( 1
β − t)−α

βα

∫ ∞
0

yα−1e
− y

( 1
β
−t)−1

( 1
β − t)−αΓ(α)︸ ︷︷ ︸

=1

=
( 1
β − t)−α

βα
= (1− βt)−α
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Normal and χ2 (again..)

Suppose Z is standard normal so the PDF is fZ (z) = 1√
2π
e−

z2

2 and

consider Y = Z 2.

E [etY ] = E [etZ
2
] =

∫ ∞
−∞

etz
2 1√

2π
e−

z2

2 dz =

∫ ∞
−∞

1√
2π

e−
z2

2
(1−2t)dz

= (1− 2t)−1/2
∫ ∞
−∞

1√
2π(1− 2t)−1/2

e
− z2

2(1−2t)−1 dz

= (1− 2t)−1/2 since

∫ ∞
−∞

1√
2πσ

e−
z2

2σ2 dz = 1

So Y = Z 2 has the MGF of a Gamma random variable with α = 1/2 and
β = 2. This is also called a χ2 random variable.
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Properties of MGF

Properties of MGF

If Y = aX + b then
mY (t) = ebtmX (at)

If Y1 and Y2 are independent RV then

mY1+Y2(t) = mY1(t)mY2(t)

mY (t) = E [et(aX+b)] = E [etaX etb] = etbE [etaX ] = etbmX (at)

mY1+Y2(t) = E [et(Y1+Y2)] = E [etY1etY2 ] =︸︷︷︸
indep.

E [etY1 ]E [etY2 ]

= mY1(t)mY2(t)
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Exponential and Gamma

Example 1: Suppose X is a Gamma RV with parameters α and β. What
is Y = aX?

Answer: mY (t) = maX (t) = E [etaX ] = mX (at) = (1− aβt)−α so Y = aX
is gamma with parameters α and aβ

Example 2: Suppose Y1 and Y2 are independent and Gamma random
variable with parameters α1 and β and α2 and β respectively. What is
Y1 + Y2?

Answer:
mY1+Y2(t) = mY1(t)mY2 = (1− βt)−α1(1− βt)−α2 = (1− βt)−(α1+α2) so
Y1 + Y2 is Gamma with parameters α1 + α2.

Example 3: Suppose Y1,Y2, · · ·Yn are independent exponential random
variable with parameters β. Then the sample average Y1+···+Yn

n is a

Gamma random variable with parameters n and β
n . (Combine example 1

and example 2). Mean is nβn = β and variance is n
(
β
n

)2
= β2

n
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Normal random variables

We proved earlier than the MGF of a normal RV with mean µ and

variance σ2 is m(t) = eµt+
σ2

2
t2 .

Example 1: If Y1 and Y2 are independent and are normal with mean µ1
and µ2 and variance σ1 and σ2 then

Z = a1Y1 + a2Y2 is normal with

{
mean a1µ1 + a2µ2
variance a21σ

2
1 + a22σ

2
2

Indeed we have

ma1Y1+a2Y2(t) =︸︷︷︸
by indep.

ma1Y1(t)ma2Y2(t) = mY1(a1t)mY2(a2t)

= ea1µ1t+
σ2
1
2
a21t

2
ea2µ2t+

σ2
2
2
a22t

2

= e(a1µ1+a2µ2)t+
a21σ

2
1+a22σ

2
2

2
t2
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Sum of binomial RV or Poisson RV

• p = probability of success in any trial.
• X1 = number of success in n1 independent trials.
• X2 = number of success in n2 independent trials.
If X1 and X2 are independent then X1 + X2 is the number of success in
n1 + n2 independent trials and so should be binomial

mX1+X2(t) = mX1(t)mX2(t)

= ((1− p) + pet)n1 ((1− p) + pet)n2

= ((1− p) + pet)n1+n2

X1 + X2 is binomial with parameters n1 + n2 and p

Remark: This works in the same way for sum of independent Poisson RV.
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Normal random variables and χ2 again

Suppose Z1,Z2, · · · ,Zn are independent standard normal then

Y = Z 2
1 + Z 2

2 + · · ·+ Z 2
n

is a sum of n independent gamma RV with parameters α = 1
2 and β = 2

and thus

Y = Z 2
1 + Z 2

2 + · · ·+ Z 2
n is gamma with α =

n

2
and β = 2

This is also called a χ2 RV with n degrees of freedom.
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