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Markov and Chebyshev Inequalities

Idea: How to extract information from the mean and the variance.

Two inequalities

@ Markov: If Y is a non-negative RV with = E[Y] then for any a > 0
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@ Chebyshev: If Y is a RV with u = E[Y]= 02 = V(Y) then for any
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Proof

Let us do the proof for continuous random variable. For Markov if Y > 0
then

E[Y] = /0 Ty ()dy > / "y ()dy

> /Oo af(y)dy = a/OO f(y)dy = aP(Y > a)

Chebyshev is a consequence of Markov for the positive (Y — )2

P(IY —ul > €)= P((Y = p)* = €)

E[(Y — p)?
= M by Markov inequality
€
V(Y
= (2 ) by definition of the variance
€

If we take € = ko to be a multiple of the standard deviation we obtain the
unit-free version P(|Y — pu| > ko) < 5
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Example

e Suppose Y is a Poisson random variable with parameter A = 2.
e Recall E[Y] =X and V[Y]= A

e Estimate the probability that Y exceed 4 times its mean, that is
P(Y > 4E[Y]) = P(Y > 4))
e Using Markov inequality we have

E[Y] _x 1

P(Y > 4)) <
(Y24 = 4\ 4N 4

e Using Chebyshev inequality we have

P(Y >4X) = P(Y = A >3)) < P(]Y — A| > 3))
Viy] 2 1
=0\ 36 18
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Example

e Chebyshev can be very pessimistic... (but use very little information!)
e We know that if Z is standard normal then

P(|Z| > 1.96) ~ 0.05 P(]Z| > 2.58) ~ 0.01
or by scaling for X ~ N(u,c?)
P(|X — u| > 1.960) ~ 0.05  P(|X — u| > 2.580) ~ 0.01

e By Chebyshev though

1
—u| > 1. = > 1. < = 0.20....
P(IX — | = 1.960) = P(|Z| 2 1.96) < 55 = 0.26
1
P(IX — | > 2.580) = P(|Z| > 2.58) < 525 = 0.15
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Chebyshev and Hoeffding's for binomial RV

We Y a binomial RV with parameters n (number of trials) and p

(probability of success). Since E[Y] = np (order n) we are interested in
deviations of order ne.

Concentration Inequalities for binomial RV

Suppose Y is a binomial RV with parameters n (number of trials) and p
(probability of success).
Chebyshev:

p(l—p) _ 1
P(IY = npl 2 ne) < ne2 = 4ne2

Hoeffding: .
P(|Y — np| > ne) < 22"

The proof of Hoeffding's inequality requires more advanced tools. It is
much better than Chebyshev (especially when n is large..).

Note that p(1 — p) is less than  (since the maximum is at p = ). Useful
when ¢ is not known.
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Example

e You math exam consists of 25 multiple choice exams with 5 possible
answers.

e You despise your professor and his stupid french accent and pick the
answers at random.

e What are the intervals [u — 20, u + 20] and [ — 30, 1w + 30]

e The exam is curved and you will pass if you score exceed 50%. Estimate
the probability you pass the exam.
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Application: randomized algorithm

This is a common set-up in machine learning and artificial intelligence: We
build an algorithm to perform a certain task. For example image
recognition.

firefighter : 80.1 %
police : 19.7 %

engineer : ©.03 %

=g

Figure: Image recognition: see this blog post for details and code

To test the performance of the algorithm we use a training set of size n
and use human intelligence (we label the picture with the true result!)
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https://towardsdatascience.com/train-image-recognition-ai-with-5-lines-of-code-8ed0bdd8d9ba

We measure the quality of the algorithm by computing

. # of correctly identified picture
Pn = = .978
n

How much should we trust this result?

We build a probabilistic model and consider a binomial Y ~ B, , with p
unknown. Then

N Y . e _—
pn = — = approximate probability from the validation set
n

p = true probability of an image being identified

The quantity p,, is an approximation from the data to the true value p.
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Chebyshev

P(lY — np| < ne) = P(—ne < Y—np§ne)zP<Y—e§p§Y+e>
n n
So by Chebyshev

P(Ph—e<p<pote)>1-—
ne
Set
@ ) = confidence level. (6 = 0.01 means 99% confidence level)
@ ¢ = precision.
e n = sample size, (e.g. n = 20,000 (size of the validation set)

47_5_001<:>€_\/4n ”4)(20000 \/80 = 0.03535...

So Chebyshev says that with 99% confidence
p € [.978 — 0.03535,.978 + 0.3535]
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Hoeffding

By Hoeffding we find that

Y Y
P(;—e§p§7+e>22ez"62:6

so if we set

2/5 In(200)

.011
40,000 =00

Better than Chebyshev...
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