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Conditional probability models

Often probability models are described by conditional pdf rather than by
joint PDF's:

Example 1: In a manufacturing process items are defective with
probability p but the probability of defect P is itself a random variable e.g.

P is uniform on [0, 3]. If Y is the number of defective items in a batch of
n then the joint pdf of Y and

f(k,p) = F(KIp)F(p) = (k> pH(L— p) K x 2

with k =0,1,2,--- ,nand p € [0, %] So when p is fixed the number of
defective is binomial.

Example 2: The number of typos in a page are described by a Poisson
random variable with parameter A. The rate of typos A is itself random
with a density 2e72* (i.e. A is exponential with parameter 3 = 1/2.) So

f(n,\) = f(n]A)F(N) = R
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Conditional RV
Recall the conditional PDF

p(yily2) = PUL y2) discrete
p(y2)
f(yla }/2) .
f = continuous
() = "2

For fixed y» they define a pdf since

Zyl p(y1,y2) _ ply2) _

%:p(yﬂyz) ST o) pln) 1
o S ) f(y)
/_OO f(yily2)dyr = p(y2) () !

Conditional RV
We write Y7|Y2 = 2 for the random variable with pdf p(y1|y2) or f(y1|y2).
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Conditional Expectation

Conditional Expectation

The conditional expectation of Y7 given Y> = y» is defined by

— ] = >y y1p(yily2) discrete
EllYe =yl = { [ i f(nly2)dyr  continuous

or more generally

For a function g( Y1) the conditional expectation of g(Y1) given Y2 = y» is
defined by

. X, &n)pnly2)  discrete
Ele()lYa =] = { ffooo g(y1)f(y1ly2)dyr  continuous
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The conditional expectation formula

Conditional Expectation Formula
Consider the function g(y2) = E[Y1]|Y2 = y2] then g(Y2) = E[Y1|Y2] is a
random variable and we have the formulas

E[Y1] = E[E[Y1]Y2]]

o0

Proof: g(y2) = E[Y1|Y2 = y2] = / yif(yily2)dy

—0o0

Then using f(y1,y2) = f(y1ly2)f(y2) and f(y1) = [T F(y1.y2)dy2

E[E[YA|Ya]] = E[g(Y2)] = /00 () (y2)dys
— /_Oo /_oo yif(yily2)f(y2)dyrdy = /_oo /_Oo yif(y1,y2)dyidys

2/_ yif(y1)dyr = E[Y1]
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Example: Random sum of random variables

Imagine an car insurance company.

@ The size of each claim has a gamma distribution with parameter
a =5 and B2 = 6. The average claim is o8 = 30.

@ The number of claims in any given week has a Poisson distribution
with parameter A = 100.

Let us find the expected amount of money the car insruance needs to pay
out every week. If N is the number of claim and X; is the size of the
claim. Then the payout is

X1+ Xo+--- Xy  random sum of RVs
Condition on N = n
E[Xl—i-Xg—i----XN‘N: n] = E[Xl +X2+"‘Xn] = naf

E[X1+Xo+ - Xn] = E[E[X1+Xo+- - - Xn|N]] = E[N]aB = a3 = 30,000
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More examples

@ A company has three departments 1,2,3 containing respectively 1000,
500, 250, with average salaries of $50,000, $70,000 and $200,000.
What is the average salary in the company.

@ You roll a fair dice. If you roll 1-3 you win that amount and if you roll
4-6, you roll again and win that amount. What is your expected gain.

@ Suppose Y is uniform on [0, 1] and conditioned on Y =y X is
exponential with parameter y + 1. Compute E[X].
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Conditional Variance
It is natural to define the variance of Y;|Y2 = y» by

VI1]Y2 = yo] = E[Y]| Y2 = yo] — E[Y1]Y2 = yo]?

Formula for the variance

VIvi] = E[V[V1]Ya] + VIE[V1] Y2]]

Proof:
Vivi] = E[Y{]-EMW]
= E[E[Y{|Y2]] - EIEM|Ya)P?
= E[E[YZ|Ya]|-E[E[V1|Ya]*] + E[E[Y|Y2]*] - E[E[V1| Yo])?

- E[V[\Z\Yz]] + V[E[\Z\Yz]]
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