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Binomial trials

Binomial experiments

@ The experiment consists of n identical trials.

@ Each trial results in one of two outcomes: success S or failure F.
@ Each trial has probability of success p and probability of failure
qg=(1-p).

The trials are independent.

The binomial random variable Y is

Y = number of successes observed during the n trials

The random variable Y has two parameters
n = numbers of trials

p = probability of success

Notation: We write Y ~ B,, ,
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Math reminder: The binomial theorem

The binomial theorem

Proof:
(x+y)"=Kx+y)x+y) - (x+y)

/

n times

Expanding the product gives a sum of 2”7 terms. Each term has the form
xkyn=k with k =0,1,--- , n.

The number of terms of the form x¥y"~* is equal to (Z) since it is the
number of ways to choose the k locations for the x.

Adding all the terms up give the theorem.

k
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The PDF of a binomial random variable

Probability distribution function

@ Y takes values 0,1,2,--- . n (the number of successes).

@ The pdfis
n

p(k) = P(Y = k) = <k> pk(1 — p)k

For example with n = 5 a sequence of 2 failures and three successes e.g.
FSSFS has probability p3(1 — p)? and there are (g) such sequences
(=number of ways to choose which ones of the five trials is a success).

Note that by the binomial theorem
" /n
__1h _ n__ k n—k __
1=1"=(p+(1-p))" = (k)p(l—p) => p(k)

and so p(k) is a pdf!
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Shape of the binomial distribution
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Figure: The binomial pdf for Byg 04, B2o,.16, and Byg, 53 from left to right.

p(k) WP A" k1 p
p(k - 1) Wn!—k—i-l)!pk_l(l _ p)n—k+1 k 1-p
and thus _p([l)((i)l) >1iff (n—k+1)p>k(1—p)iff (n+1)p>k

The maximum is around kmax =~ (n+ 1)p.
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Applications of the Binomial Distribution

Quality Control & Reliability: number of defective items in a batch.
@ Clinical Trials: number of patients cured with a given probability.

o Elections & Polling: number of voters supporting a candidate in a
sample.

@ Insurance & Risk: number of claims or accidents among insureds.
@ Genetics: inheritance of a trait across offspring.

@ Communication Systems: number of corrupted bits in a data
packet.

@ Gambling & Games: number of heads in coin flips or wins in
repeated trials.
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Example

@ A multiple-choice examination has 10 questions, each with four
possible answers, only one of which is correct. Having not studied a
student answers each of the questions with an independent random
guess.

» What is the probability he get 2 or 3 questions correct?
» What is the probability the students gets a passing score (at least 6
section correct)?

@ Suppose each child of two carriers of a recessive gene has a 25%
chance of being affected. If a couple has n = 4 children, let X =
number of affected children.

» What is the probability that exactly 2 children are affected?
» What is the probability that at least one child is affected?

Luc Rey-Bellet (UMass Amherst) STAT 315 September 29, 2025 7/13



Binomial Distribution: n =10,p = 1/4

X ~ Binomial(10,1/4)
Probabilities:

e P(X =0)=0.0563
e P(X=1)=0.1877
. 0.3 —Loes \25\ R N B B Y P(X—2)~0_2817
% 02 | 0.1 . L ( ) ~ 02500
2 = o P(X = 4) ~ 0.1406
o 0.5 10~ 5.4/. 102 B
o 0 w;ﬁ)qﬂg-ﬁ—( e P(X =5)=~0.0540
I I I I I I I | T T T
012345678910 ©° P(X=06)~00162
k e P(X =7)~0.0031
e P(X =8)~0.00039
e P(X =9)~0.000029
e P(X =10) ~ 0.000001
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Chuck-a-luck (USA) or Bau cua tom c3

(gourd-crab-shrimp-fish, Vietnam) or Hoo Hey How
(Fish-Prawn-Crab, China)

y BELX
. ARV N

NI AP

The game is played with 3 six-faced dice a board with the pictures (or
numbers) on the six faces.

If you bet $1 on say "shrimp”, you win $k if you land k "shrimps”,

k =1,2,3 and lose your $1 otherwise. Find the pdf, expected value and
variance of the gain.
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Mean and Variance of the binomial RV

Mean and Variance of a binomial RV Y ~ B, ,

If nis the number of trials and p the probability of success

E[Y]=p=np
V[Y] = 0® = np(1 - p)

Note that E[Y] is order n and so maybe one would guess that

V[Y] = E[Y?] — E[Y]? should be of order n?. But this is not so (some
cancellation occurs..)
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Note the following identity

n\ kn! B n! B n(n—1)! _ (n—1
k<k> ki (n—k)! (k=Y n—k)  (k—=Dl(n—k) n(k — 1)

Pick a team of k then a captain versus Pick a captain and then the rest
of the team.

= S (oSl o

k=0
- npé (Z . 1) pPF-p)h = npg (n ; 1>p"(1 —p)"

:np
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Similarly

and
ElY(¥ —11—Zk(k— ;)
:n(n—l)pzz(Zj)pk -yt
k=2
n—2
(=12 S ("2 (1 = p) 2 = n(n—1)
3 (")

So
V(Y) = E[Y?] - E[Y]? = E[Y(Y = )] + E[Y] - E[Y]?
= n(n—1)p* + np — n’p® = np — np> = np(1 — p)
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Examples

@ A multiple-choice examination has 10 questions, each with four
possible answers, only one of which is correct. Having not studied a
student answers each of the questions with an independent random
guess.

» What is the mean and variance of the number of correct answers?

@ Suppose each child of two carriers of a recessive gene has a 25%
chance of being affected. If a couple has n = 4 children, let X =
number of affected children.

» What is the mean and variance of the number of affected children.
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